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Introduction
In their *State of Green Business* report, the GreenBiz Group listed gamification as one of the top sustainable business trends of 2012, noting that game mechanics are increasingly used by companies to provide “rewards for making good, green choices” (Makower 2012). In the last few years, we have seen a surge of interest in green gamification, which is beginning to touch upon nearly all aspects of our everyday life from cars that rank and reward fuel-efficient driving performance (e.g., the Nissan Leaf) to sanitation services that monitor and reward home recycling behavior (e.g., Recyclebank). As Ashok Kamal, the CEO of the green social media marketing company Bennu notes, this movement represents a “tidal wave of green gamification that is capturing the attention of the green community and the business community as a whole” (Cousteau et al. 2012).

Given such vibrant enthusiasm surrounding “green gamification,” it is hard not to react with some degree of skepticism. Climate change, pollution, and other human-driven environmental ills are complex, multi-faceted problems—can gamification actually play a serious role in their solution? In this chapter, I attempt to provide a partial answer. I survey the rise of gamification as a mechanism to encourage proenvironmental behavior\(^1\) and connect it back to similar behavior-based movements in environmental psychology and persuasive technology. While games have long been used to teach sustainability concepts (e.g., Chris Crawford’s 1990 *Balance of the Planet*), the focus of this chapter is purely on the link between sustainability and *gamification*—the use of game design elements in traditionally non-game contexts (Deterding et al. 2011).

My goal is not to advocate or champion the use of gamification in environmental contexts but rather to provide disparate perspectives, to provoke thought, and to outline successes and failures. In the interest of full disclosure, I have myself designed, experimented with, and evaluated technology-mediated game mechanics in the context of “green” behaviors (Froehlich et al. 2012; Froehlich et al. 2009); however, my hope is to provide a critical perspective that is enriched by these experiences rather than biased by them. In addition, unlike Eric Zimmerman, Ian Bogost, Jane McGonigal, and many others with a high profile in gamification discourse, I am not a game designer nor a game/media scholar but rather a computer scientist who works at the intersection of human behavior and technology, often with respect to environmental sustainability and personal health and wellness (e.g., see Froehlich, Findlater, and

\(^1\) It is not always clear what, exactly, constitutes proenvironmental behavior. Here, we borrow from Stern (2000b) and Steg and Vlek (2009) who define *environmental behavior* as any behavior that changes the availability of materials or energy from the environment or alters the structure and dynamics of ecosystems or the biosphere and *proenvironmental behavior* as any behavior that harms the environment *as little as possible*.
Landay 2010; Froehlich et al. 2012; Hekler et al. 2013; Consolvo et al. 2008). My perspectives, then, are not grounded or shaped by game and media scholarship but rather by my background in human-computer interaction, computer science, and design.

Contextualizing Green Gamification

At its core, gamification is a persuasive approach. It is the application of game design elements to help achieve a particular designed agenda or goal: for example, to increase user interest, sustain attention, or provoke specific behaviors. Although gamification has long-existed in various forms (e.g., loyalty marketing programs), it is only through the massive adoption and availability of computing—including the Internet, fast computation, and cheap, pervasive devices—that gamification has become a viable strategy for influencing everyday behaviors. Within the realm of environmental sustainability in particular, gamification is used as a set of motivational techniques to inspire and provoke proenvironmental interest and action. This is typically achieved by using sensed information to visualize and reward particular behaviors (e.g., energy-efficient consumption in the home). This section provides an overview of the larger research areas that intersect with green gamification, including persuasive technology, eco-feedback, and environmental psychology. I specifically focus on parallels between these areas before using them as a backdrop to situate and contrast gamification in particular. To start, please refer to Figure 1, which provides two conceptual illustrations for the relationship between gamification and persuasive technology for sustainability.

Figure 1: Two conceptual illustrations depicting the role of gamification in persuasive technology. While both draw upon theories and concepts from psychology, sociology, economics, and design, gamification is uniquely influenced by game scholarship and game design. Gamification is thus the application of game-mechanics and related gaming principles to persuasive technology.

Persuasion and Persuasive Technology

The idea and study of persuasion dates back to ancient Greece. The term rhetoric, which refers to the art of persuasion, first appeared in Plato’s Gorgias written in 380 BC. While for the ancient Greeks rhetoric existed as a written or oratorical form, the emergence of photography and cinema in the 19th and 20th centuries led to a new rhetorical movement: visual rhetoric—that is, the study of how and in what ways images persuade. Hill (2004) suggests that unlike verbal text, which is apprehended relatively slowly and involves systematic processing, images are comprehended holistically and rely more on emotional response than reasoning. Now, with the rise of the information age, a new persuasive form
has emerged: computers—not just as passive mediators of persuasion (e.g., like television) but as interactive and proactive systems of persuasion. And, as with previous persuasive forms, a new discipline has emerged to design, study, and critique computers that persuade.

In the late 1990s, BJ Fogg and his colleagues at Stanford University pioneered research in this area (Fogg and Nass 1997; Fogg 1997b; Fogg 1997a; Fogg 1998). Their work culminated in a seminal book entitled: Persuasive Technology: Using Computers to Change What We Think and Do (Fogg 2003). Here, Fogg defines persuasive technology\(^2\) as “any interactive computing system designed to change people’s attitudes or behaviors” (1). See Figure 2. To Fogg, interactivity is one of computing’s primary advantage over previous forms of persuasive media (Fogg 2003, 6); just as a skilled human persuader can adapt their tactics to fit a particular situation or person, Fogg argues that persuasive technologies have the promise of adjusting their output based on evolving user needs and contexts (a strategy relevant to the design of gamification as well). Although only a nascent field in the late 1990s and early 2000s, persuasive technology has quickly grown to become a common part of the modern technological landscape from smart phone applications that motivate us to exercise (e.g., Runkeeper) to digital thermostats that encourage energy-efficient HVAC settings (e.g., Nest).

Figure 2: Fogg’s original conception of persuasive technology (i.e., where computing technology and persuasion overlap)—slightly modified from (Fogg 2003). As computing begins to pervade even more aspects of our life (e.g., smart watches, Google Glass, e-ink displays, e-textiles), there is even greater opportunity for technology to persuade—whether for good or for bad.

\(^{2}\) In 1997, BJ Fogg helped convene a special-interest group meeting on persuasive technology at CHI, the top conference in human-computer interaction. There, a group of participants agreed to call this emerging field captology, built from the acronym Computers As Persuasive Technology (Fogg 1997b). Although used occasionally, this term has not been widely embraced. Instead, persuasive technology is often used to describe the field as well as the designed artifact. Fogg’s own lab at Stanford is called the “Persuasive Technology Lab.”
### Table 1: Fogg’s seven principles of computers as persuasive tools (Fogg 2003). Although each have some implication for the design of gamification systems, tailoring, suggestion, self-monitoring, and conditioning are most relevant.

<table>
<thead>
<tr>
<th>Principle</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduction</td>
<td><strong>Persuading through simplifying:</strong> making a behavior easier to perform increases the benefit/cost ratio of the behavior and increases the likelihood that the behavior will occur and occur with more frequency (e.g., Amazon’s one-click purchasing) (Fogg 2003, 33).</td>
</tr>
<tr>
<td>Tunneling</td>
<td><strong>Guided persuasion:</strong> tunneling controls what the user experiences—the content, possible pathways, the nature of their activities—and thus can persuade users to take certain actions (e.g., the tightly constrained check-out sequence on Amazon) (Fogg 2003, 34).</td>
</tr>
<tr>
<td>Tailoring</td>
<td><strong>Persuasion through personalization:</strong> information that is tailored to an individual’s needs, interests, personality, usage context, and other relevant factors increases its persuasiveness (e.g., Amazon’s personalized recommendations for purchases) (Fogg 2003, 37).</td>
</tr>
<tr>
<td>Suggestion</td>
<td><strong>Intervening at the right time:</strong> related to the Greek persuasion principle kairos (καιρός), a computing technology will maximize its persuasive power if it offers a suggestion at opportune moments (e.g., Amazon takes you to a recommendation screen once you add an item to your cart). (Fogg 2003, 41).</td>
</tr>
<tr>
<td>Self-monitoring</td>
<td><strong>Taking the tedium out of tracking:</strong> computing technology can automatically measure and track performance about a target behavior, which increases the likelihood that the behavior will persist towards a goal or outcome (e.g., Runkeeper, Fitbit, Nike+) (Fogg 2003, 44).</td>
</tr>
<tr>
<td>Surveillance</td>
<td><strong>Persuasion through observation:</strong> computing technology that allows one party to monitor the behavior of another has the ability to influence said behavior (e.g., Fogg cites Hygiene Guard, which monitors hand washing in employee restrooms and automatically records infractions) (Fogg 2003, 46).</td>
</tr>
<tr>
<td>Conditioning</td>
<td><strong>Reinforcing target behaviors:</strong> computing systems can use principles of operant conditioning to change behaviors (e.g., Fogg cites Televycle, an exercise bike that blurs the images of a TV when the user slows down thereby providing an incentive to ride at a target pace) (Fogg 2003, 49).</td>
</tr>
</tbody>
</table>

Fogg enumerates seven design principles for persuasive technology that are derived from behavioral psychology (Table 1). Though the list is over a decade old, there are clear intersections with and implications for gamification. For instance, one key principle is the idea of self-monitoring: the use of technology for self-tracking and feedback and is the core of many gamification and persuasive technology systems. At a high-level, these systems are comprised of two parts: a sensing component that monitors behaviors and a visualization component that provides feedback on those behaviors. For example, the Fitbit wearable sensor tracks and displays step counts and caloric expenditure and provides a virtual flower that grows in proportion to recently sensed activity level.

Not all sensing and feedback systems are persuasive, however. Consider a traditional analog speedometer in a car. The display provides instantaneous feedback about speed but it is meant to be informative rather than persuasive. In comparison, more recent dashboard designs like the Ford SmartGauge and Honda Eco-Assist are specifically built to persuade fuel-efficient driving behaviors. This brings about two critical and interwoven issues related to persuasive technology: (i) there is a spectrum between neutrally conveyed information and information that is conveyed with persuasive intent (ii) this intent is ascribed by the designer him or herself with a specific goal or set of goals in mind. Gamification, as a rhetorical form, can transform an otherwise neutrally-portrayed information display to a persuasive one. The two aforementioned dashboards are persuasive technologies that directly rely upon gamification strategies to increase driver engagement with and performance towards fuel-efficient behaviors. They are also examples of eco-feedback technology, a specific form of persuasive technology designed to promote proenvironmental attitudes and behaviors (Froehlich, Findlater, and Landay 2010). We will return to these in-car dashboards (and others) later in the chapter. As eco-feedback is, perhaps,
the most prominent form of persuasive technology for sustainability and represents many of the examples in this text, it deserves further explanation.

Eco-feedback technology is based, in part, on the working hypothesis that most people lack understanding about how their everyday behaviors such as showering and commuting to work affect the environment and that technology may bridge this “environmental literacy gap” by automatically sensing these activities and feeding related information back through computerized means (e.g., mobile phones, ambient displays, or online visualizations). However, eco-feedback is not just about solving an informational problem (i.e., a presumption that people would necessarily act more proenvironmentally if they were more aware or more informed) but also a motivational one. That is, how can we visualize sensed information in a way that not only informs but also motivates action? This is, of course, a chief objective of many gamification implementations as well. As a final note, while this chapter focuses on eco-feedback, not all persuasive technology promoting proenvironmental behavior falls into this category. Take, for example, an interactive banner advertisement on a website for green lighting (e.g., LED or CFL lights); this banner may be persuasive, ultimately motivating the user to buy new lighting, but it does not provide feedback on sensed behavior and thus is not strictly eco-feedback technology.

Environmental Psychology
Eco-feedback is informed not only by persuasive technology (and underlying behavioral theories and principles) but also by environmental psychology, which is the twofold study of how the environment affects human behavior and how human behavior affects the environment\(^3\). Though environmental psychology dates back to the early 1900s, the shift towards studying the interplay between behavior and environmental sustainability occurred in the 1970s and 80s (Pol 2006). While this research provides numerous lessons for the design of eco-feedback and green gamification (e.g., in identifying barriers to proenvironmental behavior, in understanding the link between proenvironmental attitudes and behaviors), there are two particularly applicable threads of work. First, the identification and study of determinants of proenvironmental behavior—that is, why people hold proenvironmental beliefs and behave in a proenvironmental fashion. And, second, the study of financial and non-financial motivational techniques for encouraging proenvironmental behavior—that is, how can we influence and effectively promote proenvironmental decision-making and action.

Understanding why people engage in environmentally responsible behavior is a complex topic spanning disciplines such as education, economics, sociology, psychology, and philosophy. Although numerous theoretical models of proenvironmental behaviors have been developed and studied, no definitive explanation has yet been found (Kollmuss and Agyeman 2002). Still, these models offer insights into why

---

\(^3\) Environment need not mean the “natural” environment but also the built environment. Pol refers to the third stage of environmental psychology as architectural psychology precisely because of its focus on built surroundings.

\(^4\) Given that environmental psychology is not simply focused on the relationship between human behavior and environmental sustainability, a number of researchers have used or proposed other names to describe this specific sub-discipline including “green psychology” (Pol 1993), “natural psychology” (Gifford 1995), “conservation psychology” (Saunders 2003), and “eco-psychology” (Howard 1997). Pol suggests using the label “environmental psychology” (as I do here) despite its more broader meanings because it is easily understood and hides the internal subtleties and debates of the field (Pol 2007, 20).
people act environmentally, and thus, have direct implications for the design of eco-feedback and green gamification systems. Stern (2011) highlights two dominant theories of proenvironmental behavior: the first emphasizes individualistic motives and presumes that individuals seek to maximize their material welfare, subjective well-being, or utility. The rational-economic model, for example, assumes that people act to maximize rewards and minimize costs. The second set of theories involves factors beyond individualism such as environmental consciousness (e.g., eco-centrism) and altruism. For example, Schwartz’s moral norm-activation model (Schwartz 1977) suggests that proenvironmental behavior can be stimulated if a person is aware of the negative consequences for others and ascribes some amount of responsibility for taking ameliorative action. Stern notes that these two perspectives are not mutually exclusive and that both theories—those more egocentrically leaning and those more pro-socially leaning—have explanatory value across a range of proenvironmental behaviors (Stern 2011).

While these models of behavior provide designers with different theoretical approaches with which to build persuasive technology systems (with or without gamification), they do not offer specific strategies for changing behavior (i.e., how does one move from apathy to action). Environmental psychologists have studied the effectiveness of a number of techniques for motivating proenvironmental action, many of which overlap with gamification strategies including goal setting, social comparisons, modeling, and rewards (e.g., see McKenzie-Mohr 2011). The most popular behavioral interventions are summarized in Table 2.

In many cases, the above techniques can be combined with other principles from behavioral psychology and behavioral economics (e.g., Tversky and Kahneman 2007) including loss aversion, social norms, reciprocity, scarcity, and anchoring. Loss aversion, for example, refers to a behavioral bias towards avoiding losses compared to acquiring gains (Tversky and Kahneman 1991; Kahneman, Knetsch, and Thaler 1991)—some studies suggest that the threat of a loss has twice the motivational potential as the promise of a gain with greater effects in competitive environments (Gill and Prowse 2012). Applied to the environmental domain, a study by Gonzales, Aronson, and Costanzo (1988) found that framing energy choices in terms of avoiding losses rather than achieving gains persuaded homeowners to take greater advantage of financial subsidies for home weatherization. As a second example, Goldstein, Cialdini, and Griskevicius (2008) found that providing a descriptive social norm message about how the majority of hotel guests reuse towels increased towel reuse by 34%. A descriptive social norm describes what is typical or normal behavior in a particular context: “If everyone is doing it, it must be a sensible thing to do” (Cialdini, Reno, and Kallgren 1990). Cialdini argues that this presumption offers an information-processing advantage in the form of a decisional shortcut—observing others and imitating their actions is often a prudent, sensible choice (Cialdini 2008). See (Wilson and Dowlatabadi 2007) for further discussion of behavioral economics applied to proenvironmental behavior.
Table 2. A list of common intervention techniques used in environmental psychology to promote proenvironmental behavior. For more detail, see Allcott and Mullainathan 2010; McKenzie-Mohr 2011; Gardner and Stern 2002

Where does Gamification Fit?
As you may have observed, many persuasive technologies and interventions in environmental psychology employ motivational techniques similar to those associated with gamification. Historically, however, these techniques were not explicitly recognized as gamification, but instead were tied to more core theoretical underpinnings from psychology, sociology, and economics. The lack of direct attribution to gamification reflects both the recency with which the term came into being as well as a tendency by some designers to reject the term as hype or ill-fitting (e.g., Bogost 2011). In my experience, it also reflects a general confusion about what is and is not gamification and how gamification differs from other motivational strategies used in persuasive technology.

Deterding and colleagues argue that: “...‘gamification’ does indeed demarcate a distinct but previously unspecified group of phenomena, namely the complex of playfulness, playful interaction, and gameful
design” (Deterding et al. 2011, 2). To me, the clearest distinction between a traditional persuasive technology and a gamified one is this notion of designed playfulness—turning to games to learn about and apply notions of fun, competition, and narrative in design. Though the term “gamification” itself remains controversial, its emergence has established a common vocabulary and context with which we can describe, study, and discuss related “gamified” systems. This design language, however, is also a source of confusion in the context of persuasive technology because similar phenomena may be referred to with different names: e.g., “progress tracking” and “badges” in gamification may be referred to as “feedback” and “virtual rewards” in persuasive technology. Of course, a gamified badge system and a non-gamified progress tracker may be operationalized, implemented and visualized differently, with the gamified version emphasizing fun and playfulness. In addition, some aspects of game design have been underexplored in persuasive technology and gamification helps uncover such insights, including the use of uncertainty and unpredictability to create and sustain engagement, the use of storytelling or narrative, and the use of deliberate gaps in a design or message that the user will want to fill (e.g., see Koster 2004; Chatfield 2010; Lockton 2010).

So, while I agree with Deterding et al. that gamification demarcates a unique set of design phenomena related to games, this demarcation is also perhaps more nuanced than the aforementioned quote implies. For example, the Toyota Prius eco-feedback display, which will be discussed in detail later, provides drivers with real-time feedback on “eco-driving performance” but lacks specifically designed gamified elements. In contrast, newer cars such as the Ford SmartGauge and Honda Eco-Assist were explicitly designed with gamification elements such as social comparisons, competitions, trophies, and avatars to motivate fuel-efficient driving behavior. However, interestingly, in both cases, some drivers perceived the displays as providing a game-like experience. Thus, as you will encounter below, simply providing basic mechanisms—like behavioral feedback—can be enough to inspire game-like reactions and behaviors.

In my survey of green gamification below, I include historical systems designed prior to the emergence of gamification as well as more recent systems, which may or may not be self-described as “gamification” but seem to include aspects of game mechanics in their design. I feel it best not to get lost in a philosophical debate between what is and what is not gamification. Instead, I will lean towards inclusion if for no other reason than to provoke discussion and provide historical context.

**Gamifying Green Examples**

In this section, I enumerate green gamification and eco-feedback examples in the context of three environmentally significant domains: home resource consumption, personal transportation, and waste disposal behaviors (e.g., littering and recycling). An early study by Schipper et al. (1989) concluded that in the US “about 45-55% of total energy use is influenced by consumer activities for personal transportation, personal services, and homes.” More recent studies estimate that home energy use and personal travel account for 28% of total US energy use and 41% of CO₂ emissions (Bin and Dowlatabadi 2005). Of course, there are other areas that deserve attention—for a start, see Oskamp (2000) who outlines the role of behavior across a broad range of areas including deforestation, species extinction, exhaustion and misuse of arable land, pollution, and human exposure to toxic chemicals. Our survey
includes examples from academia and industry. While work in industry is often deployed and evaluated more broadly (e.g., larger studies, longer study length), research in academia is typically more forward-looking and experimental. Thus, there is value in reviewing each.

**Home Resource Consumption**

Behavior has a significant impact on home resource consumption. In a study of 10 identical Habitat for Humanity all-electric homes outfitted with the same appliances and equipment, the most energy intensive home consumed 2.6 times more energy than the least (Parker, Mazzara, and Sherwin 1996). Other research has shown similarly that energy use can differ by two to three times in identical homes occupied by people with similar demographics (e.g., Socolow 1978; Schipper et al. 1989). With the rise of ubiquitous Internet connectivity, mobile and in-home displays, and smart meters, eco-feedback will undoubtedly play an increased role in promoting and supporting proenvironmental behavior in the home. Dietz et al. (2009) estimate that behavioral interventions could reduce carbon emissions from direct energy use in households by 20%, which is equivalent to 120 million metric tons of carbon or more than the entire emissions of France in 2005. Perhaps surprisingly, energy utilities themselves are implementing many of these behavioral interventions through their own conservation programs. While utilities are in the business of selling energy and in that regard have no incentive to drive down energy usage demand, some states have passed legislation to decouple utility profits from energy sales (see NARUC 2007). Additionally, 24 US states have enacted mandates that require utilities to reduce demand through conservation programs (ACEEE 2010).

**Opower Home Energy Reports**

Opower is often touted as one of the great success stories in applying behavioral science techniques to energy efficiency programs. The company works with utilities to create and send Home Energy Reports (Figure 3), which combine behavioral science strategies such as descriptive social norms, injunctive messages, loss language, and personalization to encourage energy efficient behaviors (Laskey and Kavazovic 2011). I will briefly describe each in turn.

For the descriptive social norms, the home energy reports compare the receiving household’s recent energy usage versus both demographically similar neighbors as well as energy-efficient neighbors. Additionally, to combat the *boomerang effect* (Schultz et al. 2007), where low energy users actually increase their energy use to become closer to average, Opower uses *injunctive* messaging—conveying social approval or disapproval. Households are awarded a GREAT or GOOD label on the report plus one or two smiley faces for being efficient or a BELOW AVERAGE label otherwise (Allcott 2011). Interestingly, Opower initially included frownie faces for poor performing households but stopped after customer

---

5 A smart meter is simply a digital meter that measures and records usage in near real-time and allows for two-way communication between the utility and customer. In 2012, the Institute for Electric Efficiency found that nearly 33% of US households already have an electricity smart meter and that approximately 65 million will be deployed by 2015 (IEE 2012). Smart meter penetration rates for water and gas are much lower.

6 Unlike common parlance, neighbor here is not a geographic neighbor, but a demographically similar neighbor based on key home characteristics such as square footage, heating or cooling system, and location (Laskey and Kavazovic 2011). It is unclear if Opower’s profiling extends to actual behavioral and personality characteristics of the home owners.

7 GREAT and GOOD are discrete bins where the former is in the top 20% efficiency and the latter is between 20-50%.
complaints—people did not like feeling negatively judged (Kaufman 2009; Allcott 2011). Opower’s third strategy utilizes loss aversion, which frames inefficient energy consumption in terms of a loss (e.g., “you used 33% more electricity than your efficient neighbors, this costs you about $275 extra per year”). Finally, Opower uses personalization to target energy savings advice based on each household’s historical energy use and demographic characteristics. Advice for a single person who rents an apartment and rarely uses home heating will be quite different from advice for a family in a large suburban home with heavy, consistent heat usage (Laskey and Kavazovic 2011).

Are Opower’s Home Energy Reports successful? The short answer is yes. According to their website, Opower currently has 80 utility clients and has saved over two terawatt-hours of energy worldwide since their first utility customer in 2007 (DeWitt 2013). These savings are equivalent to removing a city with a population of 500,000 people off the grid for a year. In addition, independent studies of nearly a million treatment and control households across the US have shown that utilities employing Opower’s program reduce energy consumption by an average of 2%—the highest saving decile decreases usage by about 6% (Allcott 2011; Ayres, Raseman, and Shih 2009; Cooney and Provencher 2011; Wu et al. 2012).

Although Opower’s approach is promising, a number of questions remain. How well do energy savings persist over time? What actions account for the savings, for example, everyday behavior changes or equipment upgrades? Can different messages motivate unengaged or under-engaged customers? With a vast reporting infrastructure in place, Opower has the unique potential to address these questions through randomized control trials (RCTs) and further increase the efficacy of their feedback system. For example, Opower used an RCT to show that recipients of their reports not only reduce energy usage but also become more engaged with utility energy efficiency programs (e.g., by participating in more professional home energy audits, see Gunel 2012). We return to the value of RCTs in evaluating proenvironmental behavior change in the Discussion section.

Nest Smart Thermostat
The US government estimates that the average single-family home spends $2,200 annually on their energy bill, roughly half of which is under control of the thermostat (EnergyStar 2009). The Nest smart thermostat attempts to transform how householders control and manage home heating and cooling. It’s
marketed to save homeowners 20-30% on their utility bills (Nest 2013). Unlike many other examples in this chapter, Nest does not just provide feedback and rewards for behavior, it is designed to learn behavior and respond accordingly. To do so, it combines three data sources: (i) built-in motion and temperature sensors; (ii) local weather data (current and predicted, pulled from the Internet); (iii) and observations about the home occupant. From these sources, Nest automatically programs itself in “about a week” creating a personalized heating and cooling schedule for each household. Users can also set the temperature manually either via the device itself or remotely via the Internet. Yoky Matsuoka, Nest’s VP of Technology, recently stated that 98.6% of households have an automatic schedule set and of these households, the average energy savings is 19.5% with a maximum of 36.1% (Matsuoka 2012). Unlike Opower, however, Nest has not yet worked with independent researchers to verify their claimed customer energy savings.

Nest’s persuasive design and use of gamification comes in a few forms. First, unlike most programmable thermostats (Peffer et al. 2011), Nest is aesthetically pleasing, easy to use and engaging. It lights up when you approach and illuminates in red or blue colors depending on whether the home is heating or cooling. Second, homeowners are awarded virtual Leafs for setting temperatures to energy-efficient levels. The Leaf mechanism was added to encourage user control over temperature adjustment after pilot testing found that some users responded negatively to automatic adjustments that were too aggressive8 (Lev 2011). According to Matsuoka, this gamified Leaf mechanism appears to impact behavior: a majority of “Nesters” use the Leaf to guide temperature selection and 92% check for a Leaf at least once a week (Matsuoka 2012). Third, Nest recently started emailing Nest Energy Reports to customers, similar to Opower’s approach. These reports apply behavioral science and gamification principles through, for example, “kudos” badges for achieving a particular energy efficient behavior (rewards), historical self-comparison of performance (progress), a count of Leafs earned that month and

---

8 This is not a new problem. Researchers in HCI and ubiquitous computing have long discussed tradeoffs of home automation and occupant agency, even for systems focused specifically on automating home HVAC control (Intille 2002)
in comparison to other users (social norms), and a mechanism to share the report over social media such as Facebook (social proofs).

**Eco-feedback Beyond Single Family Residences**

While the above two examples focused on motivating energy-efficient behaviors in single family homes, others have explored this topic in shared residences (e.g., at universities) and in businesses. As Pierce, Odom, and Blevis (2008) articulate, such contexts are unique because the occupants themselves have little control over energy usage while third parties (e.g., building managers or owners) have a high level of control. In addition, these occupants typically receive little feedback about resource consumption and do not have the same incentives to conserve. Competitions, then, have been employed to raise awareness about environmental issues and to tap into a competitive spirit among dorm floors, dormitories, or campuses in a university residence context or among stores in a business setting. Starbucks, for example, has a pilot program to evaluate how employees respond to real-time energy feedback coupled with “friendly” competition. In a study across ten cafes, the top store saved 9% while the bottom increased usage by 2% over baseline (Russell 2012).

University residence hall (dorm) competitions have also become a popular mechanism for engaging students in energy issues (Hodge 2010) with typical competitions lasting two to six weeks and eco-feedback provided over the web and/or on shared public displays. These competitions generally result in lower resource consumption. For example, a 32% reduction in electricity usage use compared to baseline over two weeks at Oberlin College (Petersen et al. 2007), an 8% reduction over eight weeks at the University of Southern California (Sintov, Desario, and Prescott 2010), and a 10% reduction over six weeks at Dartmouth (Loeb et al. 2010). This latter study combined narrative with a virtual avatar (a polar bear) to represent energy efficiency: when electricity use was low, the polar bear was content and playful but as electricity use increased, the bear’s happiness decreased and its livelihood became endangered (Figure 5). None of these studies report post-competition resource usage data so it is unclear if these reductions persisted. Moreover, the competitions are rather artificial in that they are advertised intensely and run for only a short period of time. We will discuss methodological limitations of many eco-feedback and green gamification studies in the Discussion section.

![Figure 5: Loeb et al. (2010) used virtual animal characters that respond to real-world energy usage behavior in school buildings. In this case, when electricity use was low, the polar bear was happy but as use increased, the bear’s health and happiness become endangered.](image)
Explicitly Designed Home Resource Games

While the previous examples use some aspects of games (e.g., competition, progress tracking, rewards) to help motivate proenvironmental behavior, a few academics and businesses are exploring the use of sensed behavior as actual input to video games. Although a few of these games have targeted water use (Ravandi, Mok, and Chignell 2009; Froehlich 2011), most have focused on energy (e.g., Mahmud et al. 2007; Gustafsson, Bång, and Svahn 2009; Kimura and Nakajima 2011; Geelan et al. 2012; Reeves et al. 2012). As an example, Byron Reeves at Stanford along with his company Seriosity, Inc. created Power House, a social game that uses smart meter data to influence a player’s in-game abilities and achievements (Reeves et al. 2012, see also Figure 6). Periodically, play is interrupted and players are offered an opportunity to learn more about resource consumption and challenge other players to competitions. The link between real world sustainability behaviors and virtual worlds is being investigated in industry as well. The green gamification startup, Zema Good Inc., partners with energy utilities to pay consumers virtual currency in online games (e.g., Farmville) for verifiable energy savings in the real world. However, none of these gaming models—in academia or industry—have yet been shown to be effective. Both Zema Good Inc. and Power House are currently conducting private trials.

Figure 6: The Power House video game prototype uses smart meter data to automatically influence a player’s in-game abilities and provide virtual rewards and achievements (Reeves et al. 2012).

Transportation

In 2003, the US transportation sector accounted for approximately 27% of total US greenhouse gas (GHG) emissions, an increase from 24.8% in 1990 (EPA 2006). Although airplanes are often considered significant CO₂ contributors, roughly 81% of all transportation related-GHG emissions in the US comes from on-road vehicles including passenger cars, sport-utility vehicles, motorcycles, and heavy trucks and buses.9 Light-duty vehicles, which are used primarily for personal transport, account for 62% of overall

9 The difference is scale. There are far more road vehicles and vehicle-based trips than there are airplanes and flights. With that said, a medium sized car produces roughly 3.5 tons of CO₂ emissions a year (based on 9,608 driving miles), which is approximately the same amount produced per passenger on a round-trip flight between Chicago and Frankfurt (Rosenthal 2013). Also, air travel volume is projected to rise significantly in the near future.
transportation GHG emissions. While technological improvements continue to increase average fuel efficiency in vehicles, these gains are offset by increases in the total number of miles driven. Since 1980, the number of miles Americans drive has grown three times faster than the US population (Ewing et al. 2007). Given the size of the transportation sector’s CO₂ footprint and the amount coming from light-duty vehicles, in this section I explore how eco-feedback technology and gamification have been used to promote and encourage environmentally sustainable transit choices (e.g., riding your bike to work vs. driving your car). For those times when driving is unavoidable, I also survey techniques for motivating economical/ecological driving behavior—so called eco-driving.

Motivating and “Gamifying” Green Transportation Decisions

Given the growing prevalence of mobile phones with sensing capabilities, one compelling opportunity to impact human behavior is to offer immediate feedback about how currently sensed or predicted behaviors affect the environment. In 2008, my colleagues and I designed and evaluated a mobile phone-based prototype called UbiGreen that sensed and fed back information about the user’s “green” transportation behaviors through abstract, ambient visualizations. Transit activities were sensed through a combination of self-report and automatic inference based on cell tower signals and a multimodal sensor platform worn on the waist (the MSP, see Choudhury et al. 2008). Small graphical rewards were earned by taking “green” transportation such as riding the bus or train, walking, biking, or carpooling. Rather than require the user to launch an application to see the feedback visualization, UbiGreen ran constantly in the background of the device updating the phone’s wallpaper as new trips were sensed—thus, the feedback was nearly omni-present and readily available anytime the user picked up their device.

We created two different visual designs for UbiGreen (Figure 7). Partly based on findings from social psychology that cognitive representations of different concepts become linked if those concepts are repeatedly encountered together (Higgins, 1996), we presented a representation of eco-friendly transportation along with other goals (e.g., saving money, getting exercise) depending on the sensed transit mode (row of icons in Figure 7b). We were also influenced by research in environmental psychology that showed how caring for animals helps humans connect with nature (Myers and Saunders, 2002). In one design, a tree grows based on green transit activity. At the start of each week, the tree is bare then leaves, blossoms, and eventually apples appear as green transit events are sensed.
In the other design, an arctic ecosystem evolves with green transit. The scene begins with a polar bear on an iceberg; as green trips are taken, the iceberg grows and other animals are added (e.g., seals, seagulls, fish, and other polar bars) to portray a more thriving ecosystem. Both designs follow a linear sequence of images, starting with an initial screen at the beginning of the week and ending with a final visual “reward screen,” which is reached by taking green transit. Although UbiGreen includes game-like mechanics—e.g., the use of narrative, tracking progress, rewards, and stages—we did not explicitly conceive of the system as a game in our design meetings. Instead, we were inspired by the behavioral science literature related to feedback (Darby 2006), goals (Locke and Latham 2002), and self-monitoring (e.g., McCann and Bovbjerg 2009, 222) as well as the aforementioned social and environmental psychology research.

We conducted a three-week qualitative pilot study of UbiGreen with thirteen participants to assess user reactions to the visual designs and the ways in which UbiGreen stimulated reflection and awareness about green transit. We found that using the phone’s wallpaper for the feedback visualization successfully stimulated awareness about a user’s transportation activities—one participant said “[the information] is omnipresent.” Most relevant to the theme of gamification, users enjoyed the unfolding narrative of the image sequences, which provoked anticipation and curiosity as green trips were taken; however, this interest waned over time. Some users suggested being able to download new stories or the use of non-linear narratives to sustain engagement—it is unclear if this would be sufficient to actually change transportation behaviors.

Although we did not describe UbiGreen as a game to our participants, in interviews and in our freeform post-study survey data, participants used game-like metaphors when describing the prototype. For example, participants mentioned that engaging in green transit behaviors earned “points” and making it to the last screen was the “final level.” One participant even complained that when a trip hadn’t been automatically recorded that he was “being cheated out of points.” Because so many participants conceptualized UbiGreen as a game, they considered opportunities to “cheat” the system problematic. For example, “I don’t like incentives for getting points artificially by taking unnecessary trips... like trying to beat your own score by taking two more trips just to earn points.” (Participant11). By virtue of UbiGreen’s “reward structure”—where participants earned a new icon for each sensed green trip—the application could actually encourage people to take more trips simply to earn more points (some green trips could lead to more emissions than no trip at all). Future designs that incorporate a more overt gaming model could mitigate these effects by rewarding “more points” for zero-carbon trips such as bicycling and walking and/or by tracking and encouraging progress from week-to-week.

**Shared Bicycling**

While UbiGreen focused on exploring how activity inference and mobile phone visualizations could increase a person’s awareness about their transportation habits, this subsection explores how persuasive tactics and gamification have been applied to a rapidly growing area of sustainable urban transit: bikeshare. A bicycle sharing system, or bikeshare, is a transit service where bicycles are shared among riders who do not own them, usually for a small fee. Advocates promote bikeshare as a convenient, eco-friendly, and low-cost form of public transportation that simultaneously reducing urban traffic congestion, noise, and air pollution. Although shared bicycling systems date back to the 1960s,
the recent emergence of low-cost digital urban infrastructure has allowed for vastly different operating models (for an in-depth history, see DeMaio 2009). The first contemporary bikeshare system began in Lyon, France in 2005 (Velo’v) and has since spread to over 130 cities worldwide on six continents including Paris (Vélib’), Montreal (Bixi), and London (Barclays Cycle Hire) (Meddin and DeMaio 2013). While it is difficult to ascertain the net savings of bikeshare programs on carbon emissions, preliminary research suggests the programs offer a benefit despite the need for electronic bikeshare stations and other support infrastructure. In Paris alone, for example, an average of 110,000 Vélib’ trips are made daily and the number of cyclists in the city have nearly doubled in the last five years (while car-to-bike accidents have actually decreased) (Simons 2012). Preliminary findings also suggests that bike-sharing is displacing between 8-16% of vehicle trips (McKenzie-Mohr 2011, 123).

With modern bikeshare systems, geographically distributed bicycle docking stations are controlled by computer kiosks linked to a backend server where bikeshare users can “check out” or “check in” bicycles using a membership identifier (e.g., RFID dongle, membership card) or credit card payment. These transactions create digital records of usage behaviors, which have been used by researchers to analyze and predict city mobility patterns (Froehlich, Neumann, and Oliver 2009) as well as by operators and application developers for eco-feedback and gamification applications. For example, to help promote bikeshare usage, Montreal’s Bixi system publishes a leaderboard of the top riders in the city (the top rider in 2011 logged 1265 trips). Washington DC’s Capital Bikeshare (CaBi), currently the largest bikeshare system in the US\(^\text{10}\), provides a “quantified-self” style webpage for members to track distances, calories burned, and CO2 emissions saved for each ride. It is unclear, however, what effect—if any—such systems have had on promoting adoption and usage.

Occasionally, system operators will run short-term contests to create publicity and incentivize particular usage patterns. CaBi’s Winter Weather Warrior Contest, for example, was an attempt to combat expected drops in usage during the system’s first winter in Washington DC. The contest included real prizes (e.g., free memberships, gift cards) along with titles such as “Most Saddle Time,” “Longest Haul,” and “Perfect Attendance.” A rider could earn double points for riding in particularly bad weather—below freezing temperatures, in snow or cold rain. During the two-month contest, rides increased by 67% (Capitalbikeshare.com 2011) However, as is often the case with incentivization structures, many riders appeared to “game the system.” One rider averaged an astounding 13 trips per day. Another, the overall winner, took advantage of a “double points” day in the final week and earned 204 points by riding between all 104 active stations\(^\text{11}\) (Jamieson 2011). Thus, while the Winter Weather Warrior Contest may have been useful to CaBi for generating positive publicity, it was likely not as successful as the increase in rides implies. This story also reflects the difficulty in setting up an incentive structure to
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\(^{10}\) New York’s bikeshare program, Citi Bike, will open in May of 2013 with 5,500 bicycles and 300 stations and quickly grow to 10,000 bicycles and 600 stations (see http://citibikenyc.com/).

\(^{11}\) He should have earned 208 but one ride was shorter than five minutes and the other was missed due to an electronic malfunction.
encourage particular behaviors. By introducing behavior-based rewards, there is a good chance that someone will try to “game” the game\textsuperscript{12}.

Perhaps the most difficult operational challenge for Bikeshare operators is load balancing; that is, ensuring that bikes are adequately spread across stations. Uneven distribution of bikes arises due to commuting directions, major events in the city, or human biases (e.g., a preference for downhill rides). To counter this problem, cities use trucks to manually move bicycles between stations, which is costly, creates CO\textsubscript{2} emissions, and increases traffic congestion (DeMaio 2009). Some bikeshare programs have thus introduced persuasive tactics to encourage more efficient bike movement across stations. As one example, the Paris bikeshare system Vélib’ offers a “bonus” 15-minute ride time credit for users who return a bicycle to one of ~100 designated uphill stations. According to DeMaio (2009), the program is a success and has resulted in increased use of these stations.

The future of bikeshare will likely involve mobile phone-based tools that will help users predict station capacities so that they can plan routes accordingly as well as persuasive systems to help make bikeshare more self-sustaining (e.g., by incentivizing load-balancing bike movements).

**Eco-Driving**

While the tools above are useful to inform and support greener transit decisions, they are not particularly useful once a person has already decided to drive. Interestingly, behavior can play a key role here as well. Research has consistently found that fuel economy for a given vehicle can vary by 10-24% simply due to differences in driver behavior (Greene 1986; Ford 2008a; Gonder, Earleywine, and Sparks 2012). Economical driving behaviors, called eco-driving, include accelerating moderately, anticipating traffic flow and signals, driving at the speed limit, and eliminating excessive idling. According to recent estimates by Barkenbus (2010, 764), if one-third of all US drivers adopted eco-driving behaviors, 33 million metric tons of CO\textsubscript{2} would be saved per year (based on a per driver fuel reduction of 10%).

Although some vehicles manufactured in the early 1990s provided fuel efficiency information in their dashboards (e.g., average miles-per-gallon, distance to an empty tank), it was not until the release of the Toyota Prius Hybrid that a mass-manufactured automobile provided instantaneous feedback on fuel efficiency through a visualization display. The original Prius, released in Japan in 1997 and worldwide in 2000, allowed drivers to compare their current fuel efficiency to a bar graph that displayed recent performance (six data points at five minute intervals) and an overall mileage average based on the trip odometer (Figure 8). This level of feedback was sufficient to not only improve driver fuel efficiency but, for some, to transform the driving experience into a game (e.g., Bedard 2005; Fuller 2006). For example, in an early review of the Prius, Fuller notes that “constantly watching the mileage measurements on the Prius’s little video screen is really a mobilized video game. It’s NOT simply driving a car” (Fuller 2006, 1).

\textsuperscript{12} Admittedly, when asked about the grand prizes, the winner stated “that’s not really why I was doing it” (Jamieson 2011). So, it would appear that the idea of winning and, perhaps, the public leaderboard, was sufficient motivation rather than the prizes themselves.
Qualitative research studies report similar findings (e.g., Kurani et al. 2010; Stillwater and Kurani 2011). In a six-week study of 34 households provided with Toyota Priuses\textsuperscript{13}, researchers found that drivers attended to the instantaneous fuel economy feedback and reported changing their driving behavior as a result (Kurani et al. 2010). In addition, many drivers perceived the feedback display as a game and tried to maximize their fuel efficiency (\textit{ibid}, 77). More than that though, the researchers stated that it “was not uncommon” for the feedback information to stimulate a competitive game between multiple household drivers. One driver remarked, “…yeah, I looked at that, and so my husband would have a contest, okay, let’s see who had the best mileage” (\textit{ibid}, 105). So, even though the Prius did not specifically offer features to support gaming or competitions (e.g., by allowing the driver to login to identify themselves, by awarding badges/medals, or by specifically tracking points), these sorts of game-like phenomena arose nonetheless\textsuperscript{14}. This seems to support my thesis that simple sensing and feedback systems even if not explicitly designed with gamification, may provoke gaming responses.

\textsuperscript{13} Note: these were 2007 and 2008 model Toyota Priuses but modified to be plug-in electric hybrids. However, the researchers did not change the dashboard visualizations (they used “stock” versions). The feedback interface in the 2007/2008 Prius models was largely unchanged from the original Prius.

\textsuperscript{14} My sister and her husband purchased a 1\textsuperscript{st} generation Toyota Prius in 2003 and a similar competition emerged between them. Although they still have the car (with 185,000+ miles), my sister reports that, for her, the competition and intrigue subsided after a while: “I became busy and always in a hurry to get somewhere so I rarely paid attention to it [the fuel efficiency feedback].” My brother-in-law is adamant that he still takes notice and related a proud story of maximizing the mileage to 99mpg on a drive back from a friend’s house soon after they purchased the car.
Interestingly, while the Prius interface was well received by consumers and car critics alike, from an eco-feedback perspective, it was relatively simple in that it offered no comparative or normative information about performance, no specific eco-driving instruction to drivers, and the gamification aspects were not, to my knowledge, intentionally designed. Each of these design points, however, has been explicitly addressed in newer eco-driving interfaces, which I briefly articulate below.

**Eco-driving comparative information:** Stillwater and Kurani (2011) found in interviews with Prius drivers that the raw fuel economy numbers were not sufficient and that many drivers wanted these contextualized by “normative or comparative information” (8). Drivers would ask, for example, about whether their fuel economy was good compared to others. As noted previously, normative comparisons allow people to situate their behavior in a broader context; to understand how they compare to others. This is now explicitly supported in some cars: both the Nissan Leaf’s Carwings system and Fiat’s eco:Ville allow drivers to compare their performance to others via online portals. As Makower (2012) states, by providing these comparisons “what had been solely a matter of personal virtue—driving more efficiently—has become a community activity” (4). Interestingly, for new electric/hybrid cars that do not support leaderboard or social comparison functionality, organic, user-led applications have emerged. Voltstats.net, for example, is a web application with no official affiliation to Chevrolet, which uses the OnStar Partner API to provide leaderboard and achievement tracking to interested Volt drivers. Although I am unaware of any studies empirically demonstrating the effect of these comparisons, prior eco-driving work has shown that social comparisons can increase driver efficiency at least in some contexts (e.g., Runnion, Watson, and McWhorter 1978).

**Eco-driving coaching:** While the Prius’s display could help a driver learn how to drive more efficiently, the system does not include any specific coaching or teaching. Dashboard instructional systems for eco-driving have been proposed and used from as early as the mid-1980s. For example, “shift indicators” recommend the optimum moment for a driver to up-shift or down-shift (Igarashi and Tomita 1983). Ford, Fiat, Nissan, and others now manufacture cars that provide some sort of eco-driving guidance. For example, Honda’s Eco-Assist system, which was released in 2009, provides mileage feedback similar to the Prius but also contains a “feedback system that teaches you to drive more efficiently” (Honda 2013). The speedometer is flanked on each side by “coaching bars” that change from white to green depending on how efficiently you are driving.

**Gamifying eco-driving:** Finally, although the Prius is attributed by many with introducing game-like elements into the driving experience, there is no record of Toyota engineers knowingly incorporating game mechanics into their designs. In contrast, more recent eco-driving dashboards were specifically designed with games (and gamification) in mind. For example, Steve Bishop of IDEO, the design firm that co-designed the Ford SmartGauge interface, remarked: “when we observed hybrid drivers, we found they were going for high scores, a gaming behavior that has never existed in cars before. We designed to accommodate it” (O’Dell 2009). Both the Nissan Leaf and the Ford interface provide dashboard visualizations of growing leaves and vines that track and reward driver efficiency. Similar to UbiGreen, this abstract representation serves as both a visual indicator and a reward system for eco-friendly behaviors—the more efficient, the more lush and beautiful the leaves and vines (e.g., see Ford 2008b).
Others have noted that this “virtual creature” makes eco-driving similar to playing a Tamagotchi-style\textsuperscript{15} game where real-world actions affect the vitality of some organism (Makower 2012). In addition, the Nissan Carwings system allows efficient drivers to earn virtual trophies depending on their leaderboard placement compared to other drivers.

![Nissan Leaf Carwings System](image.png)

**Figure 9:** (left) The Nissan Leaf Carwings system ranks eco-driving performance across drivers in proximal geographic areas (as viewable in a web browser). Efficient drivers earn virtual rewards (trophies and medals). (right) The Ford Smart Gauge with Eco-Guide rewards eco-driving performance with an aesthetically pleasing vine that grows proportionally to fuel efficiency.

While the above points serve to illustrate a movement towards more explicitly designed persuasive and gamified eco-driving elements, there is a surprising lack of research quantitatively studying their actual effect on driving behavior. Most studies including (Jenness et al. 2009; Manser et al. 2010; Stillwater and Kurani 2011; Stillwater and Kurani 2012) are qualitative relying on user self-report to study changes in eco-driving attitude and behavior or are conducted in simulator environments rather than in the field (Van der Voort, Dougherty, and Van Maarseveen 2001). I could find only one large-scale quantitative investigation of a modern eco-driving interface’s effect on driving behavior: a corporate report published by Fiat (2010) analyzing real driver data uploaded from their eco:Drive platform.

Using eco:Drive uploads from 42,000 drivers covering 9 million journeys, Fiat found that the average eco:Index for all drivers before receiving eco:Drive feedback was 59.2 out of 100 (Fiat 2010). Interestingly, however, this index varied considerably across different countries from 61.8 in the UK to 56.6 in Spain, which suggests, perhaps, differences in behavioral norms, weather patterns, and/or topography. Fiat analyzed a subset of this data—428,000 journeys made by 5,697 drivers in 5 countries and compared driver performance collected before and after receiving eco:Drive feedback. Over a 30 day period, they found that drivers reduced their fuel consumption by an average of 6% (the top 10% reduced fuel consumption by an average of 16%). Fiat also argues in their report that this study provides

\textsuperscript{15} Tamagotchi is a handheld game in the form of a virtual pet simulation. The Tamagotchi creature goes through several stages of growth and develops differently depending on the care that the player provides—better care produces an adult creature that is smarter, happier, and demands less attention. As of 2010, over 76 million Tamagotchis have been sold worldwide (Bandai 2011).
“evidence that eco-driving behavior is maintained over time, with improvements growing steadily”; however, the study window was 30 days, which seems insufficient to make this claim.

Waste Disposal and Recycling
The EPA reports that in 2007 the US generated approximately 254 million tons of municipal solid waste—this is about 4.6 pounds per person per day, and an increase of almost two pounds daily per person since 1960 (EPA 2007). The average American manages to recycle about 1.5 pounds per day (~33%); however, the rest ends up in landfills (54%) or combusted for energy (13%) (ibid). Many of the materials typically found in household waste such as batteries, aerosols, oils, acids, and fluorescent tubes have hazardous environmental impacts. In addition, the entire lifecycle of waste, from the manufacturing and transportation of products and product packaging to the infrastructure required to deal with its disposal (e.g., garbage trucks, landfills) has an enormous ecological consequence. Thus, a large number of studies dating back to the early 1970s have attempted to uncover why people recycle and how to promote recycling behavior.

Research has demonstrated that people who recycle are better informed than their non-recycling counterparts about which materials are recyclable, where these materials can be recycled, and the benefits that recycling has on the environment (Vining and Ebreo 1990). Prior work has found, for example, that the installation of signs describing what is and is not recyclable in close proximity to receptacles increases recycling behavior (Austin et al. 1993). In a more recent study, Duffy and Verges (2008) showed that the presence of specialized recycling container lids (i.e., those that have holes shaped to reflect suitable contents) increased proper recycling activity Figure 10. Duffy and Verges posit that the specialized lids made it easier to determine what is and is not recyclable and that the lids may have tacitly reminded individuals to comply with normative recycling behaviors (e.g., you should separate your recyclables properly).

![Figure 10: Duffy and Verges (2008) found that the presence of specialized recycling container lids increased the beverage-recycling rate by 34%, which, they argue suggests that perceptual affordances of the lids improves recycling compliance.](image)

Feedback has also been shown to increase recycling activity and proper trash disposal. In 1980, Schnelle et al. studied the use of feedback on decreasing litter in particularly troublesome areas within the community. In their experiment, two independent observers manually counted the amount of litter in
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16 Related to Norman’s notion of perceived affordances (Norman 2002). That is, those properties of an object that provide salient cues for use (e.g., a vertical extruding door handle affords pulling, a pop-out bevel affords pushing). For a deeper discussion of the use of affordances in persuasive design, see (Lockton, Harrison, and Stanton 2008).
three target areas. Each day a descriptive statement about performance was published in the local newspaper along with a “Sad-O-Graph” or “Glad-O-Graph” depending on the amount of litter (Figure 11). During the three-week feedback period, litter was reduced in each area; however, post hoc counts taken one month later found a regression towards previous levels of litter. Others have found increases in recycling activity by using handwritten postcards to provide specific feedback to residences (Schultz 1999; De Young et al. 1995) or signs in public areas about recycling performance (Larson, Houlihan, and Goernert 1995; Aceti and McKenzie-Mohr 2003). In Schultz (1999), for example, 605 residents were studied for 17 weeks; two experimental groups received feedback on their household recycling behavior, one of which was contextualized by a social comparison to neighbors. Both interventions resulted in higher recycling participation and volume compared to baseline. Finally, in two early experiments, Geller and colleagues (Geller, Chaffee, and Ingram 1975; Witmer and Geller 1976) ran university contests where the dormitory that recycled the most received a small monetary reward. They found an increase in recycling behavior during the short, multi-week competition but a regression to baseline recycling levels once the competition ended. Interestingly, students whose rooms were closest to the recycling area had the highest levels of participation. Many subsequent studies in non-competition contexts have shown that recycling activity increases with the number and availability of recycling bins (Brothers, Krantz, and McClannahan 1994; O’Connor et al. 2010).

Figure 11: The “Sad-O-Graph” or “Glad-O-Graph” figures were published each day in a local newspaper depicting neighborhood litter amount (Schnelle et al. 1980). The motivational techniques used here include feedback, comparison, and injunctive messaging.

Persuasive Recycling Bins
More recently, persuasive technology has been used to automatically track and promote environmentally responsible waste disposal behaviors. HCI researchers have explored a range of persuasive technology for waste, though behavior change evaluations have been limited. Infotropism is a live, organic eco-feedback system for waste (Holstius et al. 2004). Placed between pairs of trash and recycling containers, directional bursts of light are triggered by trash/recycling deposits, which gradually induces a living plant display to lean toward the more active container. A preliminary two-week study found negligible effects on recycling activity. Another prototype, BinCam, is a custom-designed trash bin that automatically captures pictures of discarded refuse and uploads them to Facebook (Thieme et al. 2012). The researchers also created BinLeague to motivate competition between BinCam households and reward virtual achievements for proenvironmental disposal behaviors. However, the studies were qualitative rather than quantitative in nature, exploring usability, notions of surveillance, user reactions to the system rather than behavior change. Jetsam is similar to BinCam in that it digitally augments a trashcan and photographs the internal contents; however, the researchers here had a more artistic, provocative focus. Their design was used in public garbage cans and the feedback was a projection system that visualized the bins’ contents outward in a timelapse to cause passerbys to pause and reflect about trash in urban life (Paulos and Jenkins 2006). Finally, Volkswagen developed a series of viral
marketing videos depicting the use of fun and persuasive technology to “change people’s behavior for the better.” Two designs featured in the videos were related to waste: *The World’s Deepest Bin* (Volkswagen 2009a) and *Bottle Bank Arcade Machine* (Volkswagen 2009b). While neither bin design was studied in a rigorous, scientific manner, they were successful as viral marketing videos. At the time of writing, the two videos have accrued over 6.5 million views providing at least anecdotal evidence for interest in the use of fun to motivate routine activities.

![Image of the Infotropism eco-feedback system and the Bottle Bank Arcade Machine](image)

Figure 12: (left) The Infotropism eco-feedback system controls the growth of a live plant to provide feedback about the more active container—trash or recycling (Holstius et al. 2004). (right) The Bottle Bank Arcade by Volkswagen was part of their “Fun Theory” series of viral videos to show how fun could be used to change people’s thoughts and behaviors though the video shows only anecdotal evidence (Volkswagen 2009b).

**RecycleBank**

The above studies point to the benefits of providing feedback on recycling performance and, potentially, the use of competitions, social comparisons, and fun to bolster interest and participation. However, they were limited in size, scope, and, often, practicality. Recyclebank, founded in 2004, is the first, and perhaps the most successful wide deployment of waste-related eco-feedback and gamification. Recyclebank tracks household recycling behavior by issuing special curbside recycling bins with a radio frequency identifier (RFID) tag that allows bins to be automatically identified and weighed when they are picked up by waste management trucks. Feedback about recycling volume over time is then provided to households via a website. Households also earn points for recycling, which can be redeemed for products and services from partnering companies (e.g., WalMart, Ikea). Recyclebank reports that they are active in more than 300 communities across the US and the UK, serving more than 3 million customers who, on average, save more than $130 through their rewards program (Recyclebank 2011). More importantly, from an environmental perspective, the company reports increasing recycling activity by 14-155% in its partnering cities (Jones 2008; Recyclebank 2011). For many households, it is not just the promise of rewards that encourages recycling, but that, by virtue of the RFID weighing system, Recyclebank mandates that waste haulers shift to single stream recycling. Thus, homeowners can toss everything (e.g., glass, plastic, paper) into a single bin rather than sorting it. Past research has shown that this single stream recycling increases participation and volume (Oskamp et al. 1996).

Recyclebank makes money via contracts with municipalities who save money when waste is diverted from landfills or incineration centers (Lui 2011). For example, during its first year in the Recyclebank program, the city of Hollywood, Florida saved nearly $500,000 in waste disposal fees while generating more than $250,000 in recycling revenue (NRDC 2011). Not all municipalities have been happy with
Recyclebank, however, often because of a failure to meet performance expectations—leading some cities to drop the program altogether (Thomas 2012; Davlin 2012). In an online survey investigating perceptions and usage of Recyclebank in Ann Arbor, the city found that only 17% of the 1012 respondents felt that the Recyclebank Rewards program encouraged them to recycle more and 63% reported not using any of their RecycleBank points primarily because none of the rewards were appealing (A2Gov 2011). The successes, however, appear to outnumber the failures. Fast Company magazine named Recyclebank one of the 50 most innovative companies of 2012 for making “eco-friendly behavior a big game” (FastCompany.com 2012) and the Wall Street Journal named Recyclebank the number one clean-tech company of 2011 (Debaise 2011). Recyclebank is also exploring how its business model may be adapted to other environmentally relevant areas such as e-waste recycling and energy reduction (Recyclebank 2011).

**TerraCycle**

Another commercial example is TerraCycle, which specializes in upcycling—that is, reusing waste materials that are otherwise difficult to recycle. For example, TerraCycle repurposes pre- and post-consumer waste packaging to make messenger bags, binders, and notebooks out of candy wrappers and Capri Sun drink pouches. In 2011, TerraCycle partnered with a game development company Guerillapps to build *Trash Tycoon*, a social network game similar to SimCity and Farmville. Played in Facebook, players collect litter in a virtual city covered in trash and then upcycle this waste into eco-friendly products (similar to TerraCycle). There is also crossover between the virtual and physical worlds; those persons who participate in TerraCycle’s recycling programs can earn points in the game, which can be converted to special bonuses including in-game money and exclusive badges that highlight real-life achievements. Though Trash Tycoon may have been valuable in raising awareness about upcycling and teaching eco-friendly behaviors, the game itself—like many social media games—experienced rapid adoption followed by a rapid drop-off. The game shut down in July, 2012—roughly nine months after launch (Turner 2012). TerraCycle appears to be doing much better: its own points reward program focuses on donations to schools and charities. According to their website, they currently have over 20 million users in 20 countries and partnerships with Walmart and Whole Foods (TerraCycle 2013).

**Discussion**

While the above sections illustrate the use of persuasive technology and green gamification across a range of environmental domains, here we discuss contentious issues and open research questions. For the purposes of this discussion, persuasive technology encompasses green gamification. When I refer to one I refer to them both.

**Ethics**

Climate change and other environmental ills are ethical dilemmas just as they are technological, economic, political, behavioral, and social dilemmas. As such, any proper discussion of technology designed to inform or influence environmental behavior must also include a discussion of ethics. Fogg dedicates a full chapter to the topic in his book and even notes that some have criticized persuasive technology as “immoral” (Fogg 2003, 5). The ethics of persuasive systems becomes even more complicated in areas like public health and environmental sustainability where societal benefits must be
weighed against potential encroachment on individual rights. Though ethically-oriented discussions, and debates are crucially important to persuasive technology—many of the criticisms have previously surfaced for other behavior-centric programs, which were not necessarily technologically mediated or controlled. For example, Guttman (1997) notes that health intervention research is typically justified because the intervention “aims to do good and to improve the welfare of the public” but that there are often implicit claims, hidden agendas, and ideologies that are under-expressed and explored. Moreover, the will to do good can be intoxicating, particularly when that good is necessary for business models and profit.

Is it ethical for a persuasive technology to deceive individual users for the greater “environmental good?” As noted above, previous work has shown that energy usage feedback systems that use social comparisons can cause a boomerang effect where energy efficient households actually increase their consumption (Schultz et al. 2007). Imagine, then, that designers decide to manipulate these comparisons such that every home is compared to more energy-efficient neighbors—a process which involves falsifying data. This new system proves incredibly effective and increases the overall energy efficiency in deployed homes by 15%, which has the very real benefit of eliminating the need for backup coal-powered electricity plants. Is this energy feedback design unethical? Where does one draw the line? Many of the new emerging business models around “green” gamification require that companies show net reductions using their systems (e.g., Recyclebank and Opower). This creates an incentive to utilize persuasion (including gamification) in dubious ways to achieve results.

With respect to gamification specifically, McGonigal provides a rather simple ethical test: “if you use the power of games to give people an opportunity to do something they want to do, then you’re doing good. If you’re using the power of games to get people to do something you want them to do, then you’re doing evil” (McGonigal 2011). However, even these high level qualifications seem insufficient; for example, game players may want to spend a small amount of time playing World of Warcraft but end up unable to break themselves away from the addictive gameplay (which was largely designed to be that way). Could gamification, in some contexts, be similarly powerful?

Though space prevents us from discussing these ethical considerations in greater detail, they are clearly important and should be a center point of any persuasive technology or green gamification design process (see Davis 2012). I also point you to two other chapters in this book dedicated to the topic.

**Personalization**

Fogg (2003) argues that one of the most significant advantages of persuasive technology over previous persuasive forms is the ability to tailor messages and content towards individual needs, interests, personality characteristics, and contexts (38). Although an important vision, to design an effective tailoring system, one must anticipate how a diverse set of users will respond to the technology. This is not easy. It assumes the ability for a computational system to sense and infer human attributes that are difficult even for trained scientists (e.g., clinical psychologists). Similarly, for games, Koster (2004) argues that “not only will a given game be unlikely to appeal to everyone, but that it is probably impossible for it to do so” (104). Put simply: people are diverse and situated in diverse contexts, it is unlikely that one
set of motivational techniques and gamification strategies will appeal to everyone. How can we design for such diversity? Can persuasive systems adapt to particular learned user characteristics?

Some characteristics may be easier to sense than others—for example, a system can ask for a user to report their gender, which could inform the particular motivational tactics used to persuade behavior (though, of course, users could lie). In a review of gender differences in economic experiments, Croson and Gneezy (2009) found that women are, for example, more risk-averse, less favorable towards competition, and more sensitive to social cues than men (with some exceptions). A more relevant example pertaining to proenvironmental behavior comes from Costa and Kahn (2010) who found that households responded differently to the Opower Home Energy Reports depending on their political ideology. In a randomized control trial of 35,000 treatment households and 49,000 control households, Costa and Kahn used purchased voter registration and marketing data to gather information on political party affiliation, level of education, and charitable contributions. They found that while Democratic households reduced their consumption by an average of 3%, Republican households actually increased their consumption by 1%. Preliminary research has also found that drivers vary in the ways in which they engage with and react to eco-feedback visualizations—e.g., male vs. female drivers (Graving, Manser, and Becic 2010) and older vs. younger drivers (Höltl et al. 2012). In Höltl et al. (2012), the authors found that older drivers preferred eco-driving interfaces to provide instruction on when to shift gears and information on the current driving style’s economical impact but that younger drivers were more interested in receiving adaptive navigation advice on how to save time (e.g., based on current traffic conditions).

Understanding such behavioral differences is important in designing and tuning persuasive systems appropriately.

The Persuasiveness of Design

Earlier in this chapter, I argued that there is a spectrum between a design intended to serve informational purposes and one designed to serve persuasive purposes. Some have argued that all designs could, and perhaps should, be considered persuasive because all designs have the potential to influence thought and constrain or promote particular action (Redström 2006). Redström cites the American design theorist Richard Buchanan who argues that technology not only mediates rhetoric but is rhetoric. “By presenting an audience of potential users with a new product – whether simple as a plow or a new form of hybrid corn, or as complex as an electric light bulb or a computer – designers have directly influenced the actions of individuals and communities, changed attitudes and values, and shaped society in surprisingly fundamental ways. This is an avenue of persuasion not previously recognized” (Buchanan 1985, 6). Buchanan goes further to claim that “the designer, instead of simply making an object or a thing, is actually creating a persuasive argument that comes to life whenever a user considers or uses a product as a means to some end” (Buchanan 1985, 8). The interplay between a

17 In the US, Environmental issues are politically polarizing with Democrats generally more favorable towards proenvironmental legislation compared to Republicans. For example, the 2012 National Environmental Scorecard of the League of Conservation Voters rated the Senate Democratic leadership a score of 98/100 while the Republican leadership received a score of 9/100 (LCV 2012).
designed use and the way that use is communicated to and perceived by the user has links to Norman’s *perceived affordances* (e.g., a vertical extruded door handle affords pulling, a beveled button affords pushing, see Norman 2002).

For Fogg, persuasive technology focuses on “the planned persuasive effects of computer technologies” and that “true persuasion—whether brought about by humans or computers—requires intentionality” (Fogg 2003, 16). Thus, the critical difference is the designer’s explicit intent to persuade (endogenous intent) and not, necessarily, the end user’s perception of or reaction to this persuasion (exogenous intent). As Fogg argues, “a rain storm may cause people to buy umbrellas, but the storm is not a persuasive event because it has no intentionality associated with it” (Fogg 1998, 226). Thus, although all designs may influence user behavior, Fogg constrains the definition of persuasive technology to that where the influence is desired and/or prescribed by the designer him/herself. Gamification is similarly designed with this intent—to persuade particular actions and/or stimulate specific emotional responses.

As Lockton et al. note (Lockton, Harrison, and Stanton 2010), designing with the intent to influence behavior recurs across a number of disciplines from urban planning (Katyal 2002) to human-computer interaction (Beale 2007). In this way, persuasive technology and gamification strategies can be more broadly categorized as a type of *persuasive design* (e.g., see Lockton, Harrison, and Stanton 2008; Lockton, Harrison, and Stanton 2010), which is concerned with how design—technological or otherwise—shapes behavior. As Redström (2006) nicely articulates, “persuasive design is centered on the notion of argumentation as embedded in, and embodied by, artifacts, and the *dialogue* between designer and user regarding use” (116).

### Credibility, Trust, and Expertise

Must we believe in and trust the information provided by an eco-feedback system in order for it to be effective? In short, yes, and a highly credible source is more effective at persuading than a low-credibility one (Pornpitakpan 2004). Fogg (2003) notes that credibility is a *perceived quality* that can differ across individuals and is primarily impacted by two key dimensions: the perceived trustworthiness and the perceived expertise of the source. Fogg argues that persuasive technology needs to be perceived highly across both dimensions in order to be effective.

**Trustworthiness** captures the perceived goodness, morality, and truthfulness of a source (Fogg 2003, 123). In my own research exploring in-home eco-feedback displays, my colleagues and I found that people generally prefer setting their own efficiency goals rather than having those goals set by a utility company precisely because they did not trust the utility’s interests (Froehlich 2011; Froehlich et al. 2012). As a result, we suggested that persuasive systems provide a greater level of transparency and justification for their persuasive actions (e.g., the eco-feedback display should provide rationale for recommending particular behaviors, setting specific goals).

---

18 In a seminal paper, Herlocker, Konstan, and Riedl (2000) showed that recommender systems should *explain* their reasoning to increase user acceptance (e.g., Amazon.com and Netflix both justify why they are recommending a product to you based on your previous purchasing or browsing behaviors).
As persuasive technology often relies on automated sensing to measure and track progress and reward achievements, invalid or erroneous sensor data can undermine trust in the system as a whole (e.g., Figure 13). As one solution, Consolvo et al. (2008) recommend that persuasive technology systems should allow for end-user editing to correct sensing errors and provide information on missing data (p. 1805). Of course, an editing mechanism in the context of gamification could be abused to inflate performance and undercut the motivational system itself. This could be particularly problematic for companies that use gamification as a core part of their business model (e.g., Recyclebank) where real awards with monetary value are used to incentivize behavior.

Figure 13: Runkeeper, a persuasive technology for promoting and supporting a fit lifestyle (e.g., routine running behavior), incorrectly sensed one of my afternoon runs, which greatly exaggerated my pace (e.g., average pace was 4:00 min/miles). This then led the application to award me two new personal records, which I will likely never break. Such errors can undermine trust, take the fun out of earning an award, and ultimately lead to user attrition.

Credibility is the perceived knowledge, skill, and experience of the source (Fogg 2003, 124). People use a variety of cues to evaluate expertise including titles (e.g., “professor”), visual cues, documentation of accomplishments, and the source’s history. With persuasive technology for sustainability (including green gamification), how can the user assess whether the designers are actually experts in sustainability? Brynjarsdóttir et al. (2012) have criticized persuasive sustainability work because it positions the designers “with the responsibility to decide what is or is not appropriate behavior… The designer seems to be de facto more knowledgeable about sustainability than the users of persuasive sustainability systems. But little evidence is provided that either the designer is actually an expert or that the user is uninformed” (953). Persuasive systems can mitigate this criticism by, again, improving transparency and providing drill-down information with links to source data when relevant.

Framing and Behavior Targets
In the same way that research has explored how environmental issues are communicated in public debates (e.g., Macnaghten 1993) and by the mass media (e.g., in TV, radio, billboards—see, e.g., Sampei and Aoyagi-Usui 2009) so too must we consider how environmental problems are framed by persuasive
technology. As Guttman notes, “an issue becomes a social problem only after it is defined as such by certain stakeholders and the way the problem is framed by them tends to reflect their values, priorities, or ideologies” (Guttman 1997, 98). When designers target a particular environmental problem, they are performing an act of prioritization and judgment. Similarly, their framing of the problem and solution has important implications for actually making a positive impact.

At one end of the spectrum, green gamification is cast as a solution for transforming “ambivalent consumers into eager eco-evangelists” (Aston 2012). The green gamification startup, Zema Good Inc. for example, partners with energy utilities to pay consumers virtual currency in online games (e.g., Farmville) for verifiable energy savings in the real world. Co-founder Eric Senunas has touted his company’s approach by stating that “You will become [energy] efficient in spite of yourself because you want that farm cash” (Senunas 2012). Senunas’ framing disregards proenvironmental attitudinal change completely in favor of the sheer motivational power of rewards on behavior (i.e., you will act in proenvironmental ways even if your beliefs about the environment do not change). These quotes represent, perhaps, both the vast appeal of gamification and the willingness of many to imbue it with magic-like powers to “save the world” as well as, more critically speaking, rather cynical beliefs and shallow interpretations about what motivates human behavior (and the role of gamification therein).

Indeed, while gamification is cast as an eco-savior by some, at the other end of the spectrum, gamification is lambasted as “marketingbullsh*t” (Bogost 2011). This criticism is, perhaps, more apt in the green gamification context as companies attempt to leverage and nurture green profiles to improve brand perception. The quotes by Aston and Senunas are concerning not only because of the power they seem to bestow on gamification—a power that has not yet been earned nor shown to be longitudinally viable—but because of how easy they make attaining environmental sustainability. It’s not even clear that the most important behaviors are being targeted.

For example, targeting one-time behaviors that provide a lasting impact (e.g., buying a low-flow showerhead) is different than targeting curtailing behaviors, which involve forming new routines to reduce environmental impact (e.g., taking shorter showers) (see Gardner and Stern, 2008). Additionally, while persuasive technology has focused on behaviors such as commuting and over-consumption, less direct behaviors have received a smaller amount of attention. One key challenge in environmental sustainability is population growth—Portland, Oregon, for instance, decreased its per-capita carbon footprint by nearly 4% between 1990 to 2008 but its population grew by 22%, offsetting the efficiency gains (Portland 2009). Perhaps, then, an additional behavioral focus should be family planning. As another potential target, Lehman and Geller (2004) argue that more interventions should encourage citizens to limit their stock investments to green companies, vote for proenvironmental candidates, and provide mechanisms to protest or boycott companies with a history of egregious pollution.

This narrow framing of environmental issues is not endemic to persuasive technology. Gardner and Stern (1996) question whether environmental psychologists have targeted the most important

---

19 Experienced readers may see similarities between Zema Good Inc. and Kevan Davis’ Chore Wars, a “chore management system” to help track and encourage housework by earning experience points, power-ups, and other rewards. See http://www.chorewars.com/ or Chapter 7 of Jane McGonigal’s Reality is Broken (McGonigal 2011).
environmental problems or simply the most convenient ones. This suspicion applies equally to persuasive technology. Take recycling, for example, where Gardner and Stern (1996) point out that most behavioral solutions focus on the end of the waste stream—littering and recycling—rather than reducing consumption in the first place, which would lead to the greatest benefits. With this perspective, Recyclebank’s approach, though successful in increasing recycling, seems misdirected—indeed, one could argue that their incentive structure actually increases consumption by providing rewards for overall volume or, at least, is setup to support and reinforce a culture of consumption.

Others have argued that corporations and organizations do “more to degrade the environment than individuals and households” (Stern 2000, 523) and thus deserve increased focus. Stern points out that motivating manufacturers to adopt “greener” production technologies and product designs, bankers and developers to consider environmental criteria in their decisions, and operational policies for plants and commercial buildings would likely have more impact than motivating individual proenvironmental action (Stern 2000, 410). Thus, how can we think more broadly about the use of persuasive technology and green gamification to influence organizational and governmental policies?

**From Individual Action to Broad Societal Change**

Persuasive technology has largely focused on individual behaviors (e.g., eco-driving, energy use in the home), but there is doubt over whether this focus will lead to broad societal change (DiSalvo, Sengers, and Brynjarsdóttir 2010; Shove 2010; Brynjarsdóttir et al. 2012). John Thøgersen, for example, argues that campaigns for behavior change with small environmental impacts (e.g., turn off the lights) only make sense if they lead to far-reaching impact in the long run (Thøgersen 2011). The problem is: how can we predict this impact at the outset? Even for more significant everyday behaviors (e.g., biking to work vs. driving), how can we be certain that influencing a person to make proenvironmental choices will lead to larger-scale cultural shifts and create new norms of behavior? This transformation is often overlooked in persuasive technology research. As one alternative, Shove argues that we need to consider not just the individual behavior but the context within which that behavior takes place, including institutional, historical, and societal structures (Shove 2010, 1274). Similarly, in a recent UK government report (HouseOfLords 2011), a committee comprised of policymakers, scientists, economists and others recommended that “the most effective means of changing behavior at a population level is to use a range of policy tools, both regulatory and non-regulatory” (69)—that is, behavior-based approaches without policy and enforcement are unlikely to be successful. Thus, it is important to recognize that persuasive technology—whether incorporating gamification or not—is not a panacea and must be surrounded by social, structural, and regulatory policy to be effective.

**Evaluation**

Demonstrating the efficacy of persuasive technology for sustainability is, unquestionably, difficult. An ideal evaluation would measure not only the short-term impact of the technology, but also: (i) whether behavior change is sustained over time while the technology remains in place or if it is removed; and (ii) whether the change in behavior is enough to offset the full life-cycle environmental cost of the technology (including production, distribution, and disposal). Both analyses are critically important, yet behavior change with persuasive technology is rarely studied robustly in the field, especially over long
periods and across populations (e.g., see Froehlich, Findlater, and Landay 2010; Brynjarsdóttir et al. 2012). Moreover, I am unaware of any persuasive technology work that takes the full life-cycle cost of the technology into account. Complicating matters further is the theory of the *rebound effect* which postulates that energy savings enabled by increased efficiencies in technology are offset by increased use (e.g., driving more after buying a fuel-efficient car)—see (Berkhout, Muskens, and Velthuijsen 2000; Gavankar and Geyer 2010). Thus, while persuasive technology may convince a person to reduce consumption in one area of their life, this may lead to unintended environmental consequences in other areas (indirect rebound effects).

Longitudinal studies are particularly important as they can explore the persistence of behavior change over time. That is, how durable are behaviors adopted in response to an extrinsic impetus such as persuasive technology? The gold standard for evaluating behavior change is a randomized controlled trial (RCT), but given the expense of long-term RCTs they are typically run by industry rather than in academic settings. Companies like Google and Opower have recently made progress in this respect by implementing RCT infrastructures for home energy eco-feedback. For example, in an eight-month study of an energy usage web application, Houde et al. (2013) in partnership with Google found that the treatment group (N=752 households) decreased electricity consumption by 5.7% on average compared to a control group (N=313). Similar results were found by Mountain (2006) in a 2.5 year RCT of real-time energy feedback displays (N=500 treatment, N=52 control). In exploring the effect of *removing* an intervention on proenvironmental behavior, Wu et al. (2012) and Ceniceros et al. (2012) showed that while households receiving Opower Home Energy Reports for two years saved 2.2% of electricity per month, these savings began decaying once the reports ceased (at a rate sufficient to wipeout gains within 20-24 months).

Given the limited number of longitudinal RCTs that have been conducted, we cannot draw strong conclusions about the effectiveness of particular design features. For example, the Google study above examined energy feedback over the web with a line-graph visualization and a simple in-home display, but a different type of visualization, visualization medium, use of motivational elements (e.g., gamification), and/or the inclusion of a different population (e.g., non-Google engineers) may produce different results. As more companies invest in RCT infrastructures that support continuous A/B testing, our understanding of the impact of these and other factors will be greatly enhanced. However, most attention has been focused on residential energy feedback, and it is unclear what findings will translate to other environmental domains. In addition, RCTs need complementary qualitative investigations that can uncover otherwise difficult to observe characteristics such as user attitudes, self-reported behavioral changes, and perceptions of the persuasive technology itself.

**Intrinsic vs. Extrinsic Motivation**

Motivation—the reason or reasons for acting or behaving in a particular way—is one of the most central and perennial topics of inquiry in psychology (Ryan and Deci 2000). The issue of motivation, where it

---

20 For more information on establishing proper study design for behavior-based efficiency programs with implications for the evaluation of persuasive technology for environmental sustainability, see (Sergici and Faruqui 2011).
comes from, how it works, and how it can be used is an important, often debated topic within persuasive technology, gamification, and environmental psychology communities. Typically, these debates center on the role of intrinsic motivation, which refers to doing something because it is inherently interesting or enjoyable, and extrinsic motivation, which refers to doing something for an outcome or reward (Ryan and Deci 2000). In short, intrinsic motivation comes from within the individual and extrinsic motivation comes from outside.

Researchers and game scholars argue that the choice and act of playing video games is intrinsically motivating. People play games because they enjoy them—they are fun, gratifying, and pleasurable (Koster 2004, 40; Deterding 2010; Ryan, Rigby, and Przybylski 2006). As Sawyer notes, “play is its own reward” (Sawyer 2010). Gamification, however, largely focuses on extrinsic motivation by adding a layer of externally driven incentives and rewards (e.g., leaderboards, points, virtual trophies) on top of typically otherwise mundane, unenjoyable, or arduous tasks (e.g., recycling or running). The problem is that extrinsically motivated behaviors are often more brittle, they tend to last only as long as the reward is provided (Deci, Koestner, and Ryan 1999), and the rewards themselves must increase in magnitude to trigger the same experience of pleasure and satisfaction (i.e., hedonic adaptation, see Frederick and Loewenstein 1999). Perhaps even more concerning, the very presence of these external rewards can undermine intrinsic motivation (Kohn 1999). This motivational subversion is particularly problematic in the domain of environmental sustainability where, ideally, people would be intrinsically motivated to partake in proenvironmental actions long enough until they become routine. In this sense, green gamification does not seem like a promising solution; instead, it feels like a short-term fix.

De Young (1996) argues that it is not necessary to reward or coerce citizens through economic and social mechanisms to behave proenvironmentally but instead that approaches should highlight how a conservation-oriented lifestyle is intrinsically satisfying. De Young quotes Seligman et al. who suggest that “individuals can find satisfaction in many of the ways they practice conservation... they [become] interested in and challenged by the task of lowering their energy consumption, and [feel] satisfaction not previously present when they did so” (Seligman, Becker, and Darley 1981, 111). A key question moving forward, then, is how can persuasive technology and gamification be used to nurture feelings of intrinsic satisfaction (e.g., by, perhaps, emphasizing the local and global importance of a person’s proenvironmental action and the satisfaction one feels for this accomplishment)? Is this possible? If extrinsic motivation is the impetus for initial proenvironmental interest or behavior change, how can these extrinsic motivators become internalized?

**Surveillance**

Surveillance has long been a concern in persuasive technology (Fogg 2003, 47). Dourish argues that technologies designed to monitor and record actions, particularly in the realm of environmental sustainability, are a “natural path for various forms of surveillance and regulation” (Dourish 2010, 5). Certainly, even something as benign as a water meter can be used to ensure that householders comply with water-use restrictions (Halich and Stephenson 2009). And as behavioral sensing begins pervading nearly all aspects of our lives, there is greater opportunity for reappropriation and repurposement—some of which, undoubtedly, will be nefarious (e.g., stalking) or used by government agencies or corporations to regulate and enforce particular behaviors. One problem, however, is that it is usually not
clear from the onset how a sensing system could be reappropriated and for what purpose. As a rather simple example, consider the vehicle speedometer, which were first produced to satisfy curiosity about speed, but ultimately became a tool for regulation (Bud and Winter 1997, 567). With the movement towards ubiquitous sensing, similar legislation may emerge for activities that we could not currently imagine (e.g., fines for not driving ecologically, mandates for recycling amounts).

The concern is not simply governmental regulation but also new ways in which corporations may learn about and exploit employee behavior or create new business models that reward a particular way of being. For example, Barenbus (2010) discusses Progressive Insurance’s Snapshot device, which, once installed, allows the company to charge a variable insurance rate based on an individual’s safe driving habits. According to Progressive’s website, Snapshot monitors driving behaviors not unlike the aforementioned eco-driving systems—“the better you drive, the more you can save”—up to 30% for the most conscientious drivers (Progressive 2013). Similar programs have emerged in Europe (GreenRoad 2009). How far away are we from similar insurance programs for our health based on measured activity levels or exposure to pollutants in the air? Clearly, this topic has serious implications for legislative policies around sensing and feedback and protecting our personal freedoms. It is yet unclear how new business models may emerge around utilizing our pervasively sensed activity data but they will emerge.

**Persuasion, Coercion, and User Agency**

For the purposes of persuasive technology, Fogg defines persuasion as “an attempt to change attitudes or behaviors or both (without using coercion or deception)” (Fogg 2003, 15). This parenthetical is crucially important—and is partly what distinguishes persuasion from propaganda and other forms of influence. Fogg is adamant that persuasive technology should not coerce and should not deceive. While admitting that such techniques may effectively change behavior, Fogg argues that persuasion is different in that it “implies voluntary change—in behavior, attitude, or both.” Others agree. In *Persuasion and Contemporary Culture*, Simons and Jones (2011) define persuasion as “human communication designed to influence the judgments and actions of others” (24) and specifically note that persuasion is different from other forms of influence such as coercion.

The line between coercion, deception, and persuasion is not, however, always clear. Fogg provides the example of a software registration dialog box that continuously and intermittently prompts a user for personal information but has no form of permanent dismissal or a pop-up advertisement with a dismissal timer over part of a webpage you are trying to read. As Fogg notes, “these and other ‘persuasive’ techniques may be viewed as subtly coercive and may have a cumulatively negative effect on users” (Fogg 2003, 21). Some systems actively deceive users—such as phishing attacks (e.g., see Zhang, Hong, and Cranor 2007) or malware Trojan horse downloads—and are more easily identifiable as deceptive technology rather than persuasive technology (using Fogg’s definition).

---

21 Some scholars have been critical of Fogg’s lack of treatment and discourse about persuasion in persuasive technology. As Ian Bogost states, “In the nearly three hundred pages of Persuasive Technology, Fogg devotes only a half-page sidebar to the subject of rhetoric, dismissively labeled as ‘A Brief History of Persuasion Studies’” (Bogost 2010, 61).
For computer games and gamification approaches, there is a similarly muddled line between persuasion and coercion. Video games are explicitly designed to create and sustain player engagement and provide pleasurable experiences matched to our skill level. This optimal psychological mixture of goals, challenges, and continuous feedback that activate pleasure-centers in our brain can also, in some cases, be addicting. For addicted players, play is not a choice—it is a compulsive need. Thus, the very same elements that make them fun and pleasing can also be problematic. As McGonigal (2011) notes, “gamer addiction is a subject the industry takes seriously—it’s a frequent topic at industry conferences and on game developer forums” (43). Is addiction relevant to the gamification context? Could game-design elements be used to drive real-life behaviors beyond the user’s own control?

Another particularly controversial aspect of persuasive technologies is whether they reduce a user’s agency and sense of self by prescribing particular ways of being—ways which are defined or, at least, constrained by the designers, not by the users (e.g., Purpura et al. 2011). An alternative view is that persuasive technology empowers users by offering support, motivation, and encouragement towards a shared behavioral goal (a goal shared between the user and the designer). The degree to which either of these views holds depends on the context in which the technology is used (e.g., is it adopted and used by free choice or mandated by a government, doctor, or employer) and how it is designed (e.g., can the user self-set goals, configure motivational strategies, help define “success”). Regardless, designers must be aware that their particular interventions may not fit or benefit all people: e.g., an application that rewards water-usage efficiency in the home may not adequately account for consumption based on medical or religious reasons (see Froehlich 2011, 137-141).

In my own experience working on persuasive technology, I have found a general distaste for the word “persuasive” because of its negative connotations (e.g., sleazy car salesman). Others have criticized the phrase as well: Bogost suggests that a better, and perhaps more representative, word pair would be manipulative technology (Bogost 2010, 62). Although I find this criticism unfair—particularly because this view seems to imply that all persuasion is manipulative (it is not) and because Fogg is quite honest about his own ethical concerns with regards to persuasive technology (e.g., see Fogg 2003)—it does suggest that “persuasive technology” is perhaps a, given the pushback on the term “persuasive technology,” my colleagues and I have considered alternatives that are less provocative. We recently settled on technology-mediated behavior change applications, which although still imperfect has the dual advantage of omitting the word “persuasive” and placing an emphasis on technology’s role as a mediator, rather than, say, sole director, in the behavior change process.

Conclusion

We are at the precipice of a new era of computing where small sensors, sophisticated machine learning algorithms, and pervasive computation will allow for monitoring and tracking a breadth of human activity—all of which can be gamified. Some have cast this future with a dystopic twist where no action is performed without some superficial reward (Schell2013)—from brushing teeth to accomplishing daily

---

22 Primarily Dr. Eric Hekler, a health behavior psychologist and professor in the School of Nutrition and Health at Arizona State University and Dr. Predrag Klasnja, an expert in health informatics and professor in the School of Information at the University of Michigan.
chores. My perspective, however, is more balanced. As a computer scientist, I believe that computational sensing will continue to abound and that these advances will enable new ways of thinking about and understanding human behavior as never before. As digital displays become even more pervasive—in jewelry, glasses, or even under our skin—there will be increased opportunity for sensing and feeding back a variety of signals from our physiological well-being to the environmental impact of our actions. However, rather than a source of disillusionment and harm, I see this as a source of empowerment, of previously unrecoverable knowledge that can be used as a basis for good, particularly with regards to personal health and environmental sustainability. To make a gaming analogy, we are at the Atari 2600 stage of persuasive technology and gamification—even the 8-bit NES is but in the distant future—there is much to learn, much to play with, and much to overcome. Though gamification as at the peak of its hype cycle, the ideas and principles it represents will live on in one form or another and, I think, will be a source of positive change.
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